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Definition

The equation f (x) =0 is called Algebraic or Transcendental according as f (x) is
purely a polynomial in x or contains some other functions such as logarithmic,
exponential and trigonometric functions etc., e. g,

l+cosx—5x, xtanx —coshx, e * —sinx,etc.
A polynomial in x of degree n is an expression of the form

f@=agx" +apx" " +. . +a, x+a,,

where a’s are constants and n is a positive integer. The zeros or the roots of the
polynomial f (x)are those values of x for which f (x)is zero. Geometrically, if the
graphof f (x)crosses the x-axis at the pointx = athenx = aisarootof the equation
f (x) =0. We conclude that a is a root of the equation f (x) =0 if and only if

f (@) =0.

Methods For Finding The Initial Approximate
Value of The Root

To find the real roots of a numerical equation by any method except that of
Graeffe,itis necessary first to find an approximate value of the root by any method.
The general techniqueis that we begin with an initial approximate value say x; and
then find the better approximations x; , x, ,..., x, successively by repeating the
same method. If at each step of a method the successive approximations approach
the root more and more closely, then we say that the method converges.

(i) Graphical Method: Suppose we are to find the roots of the equation
[ (x) =0.Taking aset of rectangular coordinate axes we plot the graph of y = f (x).
Then the real roots of the given equation are the abscissac of the points where the
graph crosses the x-axis. Obviojusly, at these points y is zero and so the equation
f (x) =0 is satisfied. Hence from the graph of the given equation, approximate
values for the real roots of the equation can be found. Sometimes when f (x)
involves difference of two functions, the approximate values of the real roots of
f (x) =0 can be found by writing the equation in the form f; (x) = f, (x) where
i (x)and fy (x)are both functions of x. Thenwe plot the two equations y; = f; (x)
and yy = fy (x) on the same axes. The real roots of the given equation are the



abscissae of the points of intersection of these two curves because at these points
1 =9 and so f (x) = fy (x).

(ii) Bisection Method: We know that if a function f (x) is continuous
betweena and band f (a)and f (b)are of opposite signs, then there exists at least
one root between a and b.Let f (a) be negative and f (b) be positive. Also let the
approximate value of the root be givenby xy = (a +b) /2 .Nowif f (x;) =0 thenit
ensures that x, isaroot of the equation f (x) = 0.1f f (x;) # 0 then the root either
lies between x, and b or between x;, and a.It depends on whether f (x, )is negative
orpositive. Thenagain we bisect the interval and repeat the processuntil the root is
obtained to the desired accuracy.

(iii) The Method of False Position (Regula-Falsi Method): It is the oldest
method for computing the real root of a numerical equation f (x) = 0.1t is closely
similar to the bisection method.

[n this method we find a sufficiently small interval (x; , xy ) in which the root lies.
Since the root lies between x; and x, , the graph of y = f (x) must cross the x-axis
between x = x; and x = x, ,and hence p; and p, must be of opposite signs.

This method is based upon the principlc that any portion of a smooth curve is
practicall}f straight for a short distance. Hence we assume that the graph of
y = f (x)isastraight line between the points (x; , y;)and(x, , y,). The pointsare
on opposite sides of the x-axis.

The x-coordinate of the point of intersection of the straight line joining (x; , y;)
and (xy , yo)and the axis of x gives an approximate value of the desired root. The
Fig. 1 represents a magnified view of that part of the graph which lies between
(x; , yp)and (xy , py).

Now from the similar triangles PAR and PSQ, we have

AR SQ b 1 -x (xy = x) |yl
—=—= or = = h= :
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Hence the approximate value of the desired root
(xy = x)| 0l |

=xy+AR=x +h=x +
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Hence the approximate value of the desired root
(xy =x) |l

|,}’1|+|,}’2|

=x)+AR=x +h=x +

Let this value be denoted by x"). Then

to find the better approximation, we
find y D h}fﬁym =f (x").Now either

_;}m and y, or ym and y, will be of

P(IJ-J’;)

opposite signs. If y[” and y; are of

opposite signs then one root lies in the

interval (1 ,x(l) ). We again apply the

method of false position to this  2'-=mm===mmgip=mmmmmmmmm
interval  and get the second
appt‘oximation.

If '},(1) and y, are of opposite signs, then second approximation can be obtained by
using the method of false position to the interval (x", x, ).Continuing this process
we can obtain the root to the desired degree of accuracy.

(iv) The Secant Method: This method is similar to that of Regula-Falsi
method except the condition that f (x;). f (xy) <0.In this method the graph of
the function y = f (x) in the neighbourhood of the root is approximated by a
secant line (chord). Here it is not necessary that the interval at each iteration
should contain the root. Let x; and x5 be the limits of interval initially, then the
first approximation is given by

Xy =1, +(x2 —4) f ()

f )= f(x)

The formula for successive approximations in general form is given by
(x, —x, ). 1 (x ,
¥ —x n n 1) f H) n>72

n+l n T '
[f (‘rn—l) - f (xn)}

[f at any iteration we have f (x,) = f (x, ), then the secant method fails. Hence

the method does not converge alwe Vs while the chula—Falsi method converges
surcl}f. But if the secant method converges then it converges more rapidl}f than the
chula—Falsi method.



(v) Iteration Method: In this method for finding the roots of the equation
f (x) =0 it is expressed in the form x = ¢ (x).
Let x, be an initial approximation to the solution of x = ¢ (x).Substituting itin ¢ (x)
the next approximationx; is givenbvx; = ¢ (x;).Again, substitutingx = x; in ¢ (x),
we get the next approximation as x, = ¢ (x;).
Continuing in this way, we get

X, =0 (xn—l) or XY,gq = O (x,,).
Thus we get a sequence of successive approximations which may converge to the
desired root.

For using this method, the equation f (x) =0 can be put as x = ¢ (x) in many
different ways.

Let f (x) = x> —x —1=0.1t can be written as

(i) x=x* -1

(i) ¥ =x+1 or x=V(x+),

(iii) x> =x+1 or x=1+(1/x),

(iv) x=x—(x> —x-1) or x=2xr—x* +1

There can be other arrangements also of this equation.
g ]

In order to find the root of f (x) =0, ie, x = ¢ (x),we are to find the abscissa of
the point of intersection of the line y = xand the curve y = ¢ (x). These two may or

may not intersect. If these two curves do not intersect, then the equation f (x) =0
has no real root.

Note: 'The iteration method is convergent conditionally and the condition is that
|0’ (x)| < lin the neighbourhood of the real root x = a.

(vi) Newton-Raphson Method:

Let x;, denote an approximate value of the desired root of the equation f (x) =0
and let i be the correction which must be applied to x;, to get the exact value of the
root. Then xy + his a root of the equation f (x) =0,so that f (xo +h)=0...(1)

Expanding f (x, + k) by Taylor’s theorem, we get
2

1 (% +k):f(x[})+iy“(xu)+%f (xg) + .= 0.

Now if I is sufficiently small, we may neglect the terms containing second and
higher powers of h and get simple relation  f (x,) + hf "(xy) =0.

S (xp)

This givesh = - ————
f (.1:[})

Jprovided f “(xy) # 0. Theimproved value of theroot is



S o) (2

S x)
Successive approximations are given by xy , x5 ,..., x,; ,where
S () :
Xpag =Xy — , . (3)
J )

Formula (3) is known as Newton-Raphson formula.

In this method we have assumed that & is a small quantity which is so if the
derivative f “(x) is large. In other words the correct value of the root can be
obtained more rapidly and with very little labour when the graph is nearly vertical
where it crosses the x-axis. If f “(x)is smallin the neighbourhood of the root then
the value of his large and by this method the computation of the root will be a slow
process or might even fail altogether. Hence this method is not suitable in cases
when the graphof f (x)is nearly horizontal where it crosses the x-axis. In such cases
the regula-falsi method should be used.

Geometric Significance of the Yo
Newton-Raphson Method:

A magnified view of the graph of y = f (x),
whereit crosses the y-axisis represented in Fig. 2.
Let us draw a tangent at the point P whose
x-coordinate is x; .Itintersects the x-axisat some

point T. Then we draw a tangent at the point P,
whose abscissais OT . Supposc it meets the y-axis

O
f—— Y1 —
L X2 >

at some point T, which lies between T and S.
Further we draw a tangent at the point P, whose

abscissa is OT; . This tangent intersects the x-axis at a point Ty which lies between
T, and S. We continue this process. Let the curvature of the graph do not change
sign between P and S. Then the pointsT, T, , T, ,...will approach the point§ as a
limit or in other words the intercepts OT, OT; , OT, ,...will tend to the intercept
OS as a limit. But OS denotes the real root of the equation f (x)=0. So
OT, OT, ,OT, ,...denote successive approximations to the desired root.

From this figure we derive the fundamental formula. Let MT = hy andTT, =h, ,

etc.
We have PM = f (x;),slope at P = tan £ XTP = - f}(x[}) .
I
Also the slope of the graph at Pis f " (x;).
Thus we get f "(xy) = _M = h =- f’(x[}) .
Iy S (%)



Similarly, we find from the A B TT; that
S (x)
hy =—2——-
r
S ()
From this discussion we conclude that in this method we replace the graph of the
given function h‘_va tangentat each successive stepin the approximation process.

[t can be used for solving both algebraic and transcendental equations and it can
also be used when the roots are complex.

Newton’siterative formula for obtaining inverse, square root, cube root etc.
1. Inverse. The quantity a~' can be considered as a root of the equation
(1/x)=—a=0.

Here f (x)= ! —a

fr)==1/x.
Hence by Newton’s formula, we get the simple recursion formula
+ (lf‘rn) —da
Yutl = Ay .
l/xnz
or X, =X, (2 -ax,).

2. Square root: The quantity Va can be considered as a root of the equation

x* —a =0.From this we get the recursion formula

[t
X, +—
X

Y+l :E

n

3. Inverse Square root: The inverse square root ofa is the root of the equation

1 : : :
— —a = 0. From this we get the iterative formula

xz

1

_ ‘ 2
BT _E‘xﬂ (3 — axy, )

4. Formula ofp th root and rcciprocal p th root: For computing p th root of

a we can solve the equation x ¥ —a =0.
Here f@)=xP —a o frx)=pePt

Hence bv Newton’s formula, we obtain the recursion formula

- (xnp Il a) . ( P - l) xﬂp +a
Yy =Xy — a0 ] ’
Pxnp Pxnp

. . . . 1
The reciprocal of pth root of a can be obtained by solving the equation — 4= 0
x

by Newton’s method. We get the iterative formula

(‘D+l—ﬂx”p)

X1 =Xy
P
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