Poj | :
Teca,! 1. INTRODUCTION
Cay. :

Sons There are two methods of collection of data : (1) Census Method

St o

: may (2) Sampling Method. In census method, information relating all the units of
». f‘l@‘;ﬁﬁ population or universe is collected whereas in sampling method, information
,S_s_t,? about some selected units is collected. In this chapter, we consider some basic

. i"-""flconcepts of these methods.

e Universe or Population : A population or universe is the total set of elements
f interest for a given problem. For example, if we want to get information

erneq | d ‘about the attitudes of voters toward a metropolitan transit agency. The
lomic population here consist of all eligible voters in the city. The elements of the
"e-fl'vics population are the individual voters.

s that | ' A population can be of two types :

h the |

(a) Finite Population
(b) Infinite Population

- A finite population consists of a finite number of elements. Many of the
tric | ‘opulatlons of interest in Economics, Business and Social Sciences are finite.
ics IThe set of all persons living in India is an example of a large finite population.

ther examples of finite population are number of students in a college number

doctors in a city etc.

On the other hand, an mﬁnlte populat1on consrsts of an mdeﬁmtely large

On the 'other_handi».ia Samplelrs‘ a part of the populauon under study In i .
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~ finding out something about the population from which they are take
refer to that sub-group of clements as a sample. For example, an ecoy
considers data on saving plans by households based on a sample of 1g
households from the population of India. i

" How far would the information we get from the samplqs is Iike.ly”tovb’
same as the information that we would get, if the given ‘population” or ‘uniyey,y
as a whole was studied, would depend on the way sample is selected,

2. NEED FOR SAMPLING
There are a number of reasons why sampling is used so often for fmm |
populations : o
(1) Saving Time : In sampling, much time is saved than census as fower
data have to be collected. A

(2) Less Cost : A sample can provide useful information at much lmye, =
@, cost than a census. It saves labour also, S

& (3)Accuracy : A sample provides as accurate as, or even more accurate
& information than a census because errors can be controlled more effectively
in a small undertaking than in a larger one. LR

e (4) Reliability : A sample represents totally the universe. The results dﬂi&ed
fiiom a good sample will be more reliable. g R
4 , (5) Only Method : When size of population is very large, only sampli_ngg'h
¥ method is appropriate. | | R
| - Sampling, however, is not without its limitations. Some of the lixﬁitatiqiis
are discussed below : | v TR
(1) Sampling demands exercises of great care and caution. Inthe:altiw"“’e

~of it, the results obtained may be misleading. o e
" @ If population is heterogeneous, a very large sample is r‘eq,uviﬁd,fé;g‘gz
feliable information about it. A small sample will not represent the populatiof:
~ (3)itneeds aspecified knowledge about sampling to sel}e_étﬂv"a sample
_ the universe. Lacking this knowledge will lead to incorrect results.
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Types of sampling

" ;Non-random sampling Random Sampling

3 Quota Sampling —* Sample Random Sampling

— Convenience Sampling [—> Systematic Sampling

> Sequential Sampling — Stratified Sampling

~ L—» Judgement Sampling — Cluster Sampling

—> Multi- stage Random sampling

) NON RANDOM SAMPLING OR NON-PROBABILITY SAMPLING

In non-random sampling methods, every element has no specific chance
¢ being included in the sample. Here, the investigator or the researcher himself
posively selects certain elements which he thinks are the best representatives
the population. For better selection of the elements, the researcher may
dopt a certain criteria of selection.

v

. There are mainly four types of non-random sampling :

Quota Sampling

. In quota sampling, the universe is first divided into certain parts or groups.
the sample is allocated among these groups.

or instance, in a household survey interviewer are given certain ‘quotas’
espect to certain characteristics such as sex, age and income. The actual
citon of persons is left to the interviewer. The interviewers often choose
ons readily available. Also, he can simply substitute another person from
same quota for a person who is not immediately available for interview.

5 method is very commonly used in market surveys. o

If the interviewers are skilled and experienced, this method gives very

able results. But the method is not ﬁ'ee from the personal blas 5
Convenience Samplmg i R T it
Here the researcher or the mtervxewer selects the sample umts purposwely 4 :'
rding to his convenience in ‘the matter of location or contacts. This method e

table for-*makmg pllot surveys. in which questionnare is pre-tesled Butr S
methed also not free from the personal blas of the mterwewer R

cted one‘ 'after the'f_
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\ i tisfactory sample 15 OO oA m
i ‘a sequence til] a SaUBAEEES B e, for testing, up
otherin ()rdc: 2:1 the Iunivcrm:is infinite. For fxgﬂﬂf‘j; 2 finfte & (ﬁ;u‘;’h :
i Su"ﬂblsc Wlcn'tial sampling method is not suitaple 107 8 FIILE Populatig,
rice cte. Sequential 547 ik ipd

universe. ling _ | P
, ement Samplin ot s
(v) J'—'d,g ethod of sampling, choice of thg sampl:lngétzntx;isclegmds Upgs
'h:l lh:u;:t of the investigator, The investlgator 5€ 5 g charal ;‘ :
lt:mtf)l'l I%: are most typical of the population with r cgilf b bcc e;»_w%
e if sample of ten stu g Seles,:
investigation. For example, If sam ' ' o o
:"lrr:)(xjs ralgl:(s:: cl)%ﬁﬁy for analysing the reading habits of stu?iiricts(; ft x ;név]zst, ‘
would select ten students who, he thinks, are representa e clags,

" Judgement sampling method is used in solving, many econor;::ct zgdubus’ ; .
roblems when only a small number of sa‘mplmg-umts ari i tsmvme
Il)3ut this method is not scientific as the choice of the sampling unit May b

affected by the personal bias of the‘in.ve'stigator. Thus the success gf thig
method depends upon the excellence in judgement. , i
(II)'RANDOM SAMPLING OR PHOBABIL]TY SA‘MP_LING"
In probability sampling, the selection of elements from the pqpulat‘;on_ ]5
made according to known probabilities. This method allows no dlscrgtmn q
to which particular elements in the population enter the sample. For examp]%;;l:
- a sample of 100 students was selected from the 1000 students of a coueg‘-'f{}ff,
This sample is a probability sample. Probability sampling has two majp -
advantages : '

(1) The sample data can be evaluated by statistical methods. _ 4
(2) Personal bias is avoided.

Basic types of random sampling are given below -

(i) Simple Random Sampling

teach possible sample has an equal probability of ‘being selected ,arid
item of the population has also same probability of being picked,

AB,AC,AD, AE, BC,BD, BE, CD, CE DE. :

s "Probabilify of each sample combinatins. <.iici 4
" as th g i e o omple-combination will be el G4 e
2 the actual sample, i 0 i e 0 loormommg
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Above written example as well as definition is of a simple random sampling
without replacement. Here the populations element can enter the sample only
once. Thus a simple random sampling is one in which each unit has an equal

and non-zero chance of being selected. To ensure randomness of selection
one may adopt following methods :

(a) Lottery Method
(b) Random Number Tables

(a) Lottery Method : This is a very popular method of sampling. In this
method, all items of the population are numbered or named on separate slips
of paper of identical size and shape. These slips are then folded and mixed up
in a container. A blindfold selection is then made of the number of slips required

to constitute the desired size of sample. This method is popularly used in
lottery draws to take a decision about prizes. :

(b) Table of Random Numbers : When the size of population becomes
large, the lottery method is not suitable. In this case table of random numbers
is used. The random numbers are generally obtained by some mechanism which,

©  when repeated a large number of times, ensures approximately equal frequencies
¢ for the numbers from 0 to 9. '

Tippett’s random number table is most popularly used in practice. This

4 = table consists of 41,600 random digits grouped into 10,400 sets of four-digit
& random numbers. |

Illustration of Tippett’s tablé :

2670 7483 3408 2762 3563
1089 6913 791 0560 | 5246
112 6107 | 6008 8125 03
8776 2754 9143 1405 | 9025

The starting point in the table is to be selected randomly so that every
unit has an equal chance of being selected. Suppose we have to select five.
tems out of 5000. First, numbered all the items from one to 5000. Then five |
numbers upto 5000 should be noted down. These numbers will be 2670, 3408,
2,3563 and 1089. Items bearing those numbers will be included in the sample.
_ Ifthe size of universe is lcss than 1000 then the procedure will be different.
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| “items in t
Since the selection of items

he sample depends entirely on gha-f:g:,
ins it has been clained that th o, *
is little possibility of personal bl'as. B-‘ft,gl:gsbe toorHidel dispel? .
there is little pe le random sampling ter lecting data become to 18
S 'byIISl::El that the time and cost of collecting Arg
geographlca y

(ii) Systematic Sampll:g‘ itial element is selected from the univers‘e{
; syst(ejn:;;l: tshe Ethe% clements are selected at a unifi val fig
ranc..m an

lation arranged in a systematic order like alphabetical, geographm :
the  opulatior

ion is determined
rical order. The space interval of the population Is d by Usin
orn me o, ,

y

the Hllowing formula :

N
K=
n

where K is the space interval of the population from which the sample s 0
be drawn. ‘

_‘jt‘.ﬁi
N is size of the population. .
n is size of the sample. ot

|
Example :

Let us assumed that there are 100 students in a class. A sample of 10
students is to be selected. So, first we will arrange all th.e 100 studentgi
according to their roll numbers from 1 to 100. Space interval will be calculateg;
. asK=— = % = 10. After this, one student will be selected at random

n

from the first 10 students. If the selected roll number is 5
of other nine students will be 15325,:357 45558 65,

This method is very sim
But this method has also so

, then the roll numbe
75, 85 and 95. 1

ple to understand. It saves time 2
me limitations as :

(1) If size of universe (N) is not divis
is in fraction, it will become difficult to ge

: (2) It may select unrepresentative items somefimes. Suppose we‘_f
Interested to get g sample of paper was

: te produced by households and
decide to have sample of 50 households

_ every Monday. There will be cha
of selecting unrepresentative sample becay /

3 se ’ y li
include S_unday’s Newspaper, Vonday's trsh o very

s well as labo

ible by size of sample (1), that is,
lect elements from population.

(iii) Stratifieq Sampling .
For stratified sampling, first we divige the universe mtocertam
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. (v) Multi-Stage Randam Sampling
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b) Disproport'ionat
drawn from the various s

Stratified Sample : When the number of ¢] emyy
e )

tas is independent of the sizes of the stfatas’/’
trata :

: dom samplip
of stratified ran g
: ing the procedures : will be excluded g |
i elz?lrgéaii assured that no essentlal, gro:gzsltiﬁed random samﬁ;
researchfl.‘-r n(,;l:)mpare d with simple random sampling, Plig,
the sample.

n]

time and money.

| 1o is that proper stratificat:..
The main limitation of stratified random samplm% 15 ;l:n Ogen;; i ::?“’?f
e lations into a number 0 ) u{?
e e i d to defective results. |
very difficult. Faulty stratification will lea

(iv) Cluster Sampling e
In cluster sampling, the whole universe 15 dlvl;e hmuseh olds. or iv:ﬁ*
be city wards, no 3 [

ters. These clusters may : T
callegac:il:al or social units. Then, certain c]uste’rs areh se(::;t:ed samanldo,
iﬁ?%heilements of the selected clusters will constitute the ple.

duct a study on the problems of

xample, suppose we want to cond :

tudeict); (ff colliges in Punjab. Thus first we will prepare a list of all the college; ;

isn the state (say) 1000. Then we will select a random'sample of 100 colleges,%
Thus all the students of these 100 colleges will constitute the sample.

While using this method of sampling, attention must be paid to the point.

that the clusters must be as small as possible in size. The limitation of this|

i
i
|

method is that it is not suitable for an area with widely varying number of the
elements.

&

&7

£ 92

When the cluster sampling procedure moves through multiple stages say,
two, three or more stages, it is known as multi-stage random sampling.

ST 5
B pENE S eoa i
(A U S0 S LS A

First Stage : The universe is divided into some clusters. A certain num!
of clusters are selected at random. '

2nd Stage : The selected clusters are further divided into s
these subgroups, some are selected at random.

3rd Stage : The selected sub-groups are again subdivided into i e
from which a certain number of groups are selected at random,

ubgroups.

This process of division and sub division will bemwd Gm
reasonable size of sample is obtained. B o
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4. SIZE OF SAMPLE

- Size of sample means the number of units selected from the universe for
mvestlgatlon This is very important decision that has to be taken in s: impling
technique that what would be the size of sample. Different experts have given

different opinions on this point. It may be noted that only size of th: sample
does not ensure the representativeness. If the size of sample is very small, it
may not represent the population. On the other hand, if the size of samp\e n
very large, it may be very much burdensome financially. Hence the size of
imple should neither be too smeil nor too lagge. The optimum size of the
am le is one that fulfills the requirements of representatweness _rel" abil
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554"7'2. PARAMETER AND STATISTICS

: Parameter : Population constant which we estimate is called a parameter
‘ e.g., per capita income of the population is an unknown constant because
unless we resort to complete census we donot have all data about the
* population and their values (per capita income remain unknown parameter
I (constant) for us. .

The statistical constants of the population like mean (u) variance (c?)
~ skewness (B;) kurtosis (B,) moments (u,) correlation coefficient (p) etc. are
. known as parameter. Parameters are the function of the population values.

% Estimator or Statistic : Statistic are the functions of the sample

: observations. Mean ( X ), Variance (s?) skewness (b,) Kurtosis (b,), Moments
? (m,) correlation coefficient (r) etc. are the characteristics of estimator or statistic.

~ Parameter Statistic (7)
(1) It comes from population ‘ It comes from sample.

1) Population Mean (). Sample Mean ( X )

~ (3) Population variance (62) Sample variance s2

"‘;_‘(4) Skewness(By) -~ = o - Skewness (b))

(O Kuosis@) | Kunosis (5)

(6)Moments (p,) Sl Moments(ur) , ,
() Correlation coefficient (p) |  Correlation Coefficient () |
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~ Standard Error - »
Standard deviation of the samplmg d1str1but10n of a statlstlc

iis standard error. Standard Error of the statistic ¢ is given by

SE; \/Vanance of (¢) -

Zn: (i 7)2

S.E.t = I=1

K

Uses of Standard Error

( I) Reciprocal of standard error of statlstlc glves :p'} Ci
of the estimate of the parameter ' i

(2) S.E. is used in testings of hypothesm o
(3) S.E. is used to obtam interval estlmate of | '_
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THEORY OF ESTIMATION

Estimation is concerned with obtaining numerical estimates of the paramer

a sample. Theory of estimation was founded by Prof. R.A. Fisher in 1930,

rameter is unknown since population size is infinite. Even when population

finite the size of population is large and all of them are not known in practice.

lere is a difference between estimator and estimate. Estimator is a method
aking the estimate whereas term estimate is the actual result obtained

a sample e.g. sample mean X is estimator whereas when we put the

ple values and get the result that is called estimate. '

 For a single parameter many estimators can be there, we have to select .
stimator such that their distributions are concentrated as closely as possible
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two groups.

(7) Point Estimation (if) Interval Estimation

(/) Point Estimation : It gives single value of the population Parﬁmeter
Here a single point is obtained from the sample values t0 estimate values g ‘
the population parameter without going into the error of estlmgtlon Smce e
is simply a point or number so much an estimate is called the point estimate, £

Sample mean X is a point estimator of the population mean.

(ii) Interval Estimation : Single value estimate does not in gener al coincidy ,
with the true value of the parameter. It is preferred to obtain a range of values 1
or interval which may be suspected to cover the true value of the parameter
with some probability or the degree of confidence. Such an interval is calledg
interval estimate or confidence interval and the probability or degree of
confidence is called the confidence coefficient. "

Thus the procedure of determining an interval (a, b) that will includ’e |
population parameter (6) with certain probability (1 — o) is known as interval
estimate. Here o is the probability that interval does not include the true
parameter value. .

Prob. [a<8<b]=1-a

Interval (a, b) is also called confidence interval.

~ s
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Properties of a good Estimator

The goodness of estimator is tested by €
following properties.

(/) Unbiasedness
(if) Consistency
(iii) Efficiency
(iv) Sufficiency

xamining the presence of the'

(/) Unbiasedness : If the average of values of estimator is equal to th'e
parameter then estimator will be called an unbiased one. I.n ot.her words if
we draw many samples of a given size from the same distribution and from

each obtain a value @, the arithmetic mean of all values of © must b
close to 0.

Thus if E( 6 ) = 0 then 6 is said to be unbiased.
E( 6 ) # 6 then é is said to be biased.

E((s ) > O then estimator will be called positively biased.

E (6 ) <0 then estimator will be negatively biased.
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s

i
i
A

e Unbiased is a desirable property but not particularly important by itself.
[t becomes important only when combined with a small variance.

(1) Consis.tency : T-h‘e value‘ of the unknown parameter estimated from
' sample values IS often different from the real value of the parameter. If the
| size of sample increases the probability that estimated value lies close to the
' value of the parameter tends to unity.

A

A An estimator 6 for a parameter 0 is said to be consistent if the value of
' the estimator approaches the value of the parameter as the sample size becomes

' infinitely large.
.‘ P(]6—-6|<8)—>1whenn—

The probability that the estimator 0 will differ by less than 6 (where § is
' a small number) from the true value 0 tends to unity as » approaches infinity
then we say that 0 isa consistent estimator of ©.

i Consistency is a limiting property and it refers to the behaviour of the
| estimator with an increase in the sample size. If the estimator is unbiased it
- will be consistent but consistent estimator need not be unbiased. This property
s concerned with the behaviour of an estimator for large values of the sample

size n.
(iii) Efficiency : The efficiency of the estimator is measured by the variance '
| of its sampling distributions. If two estimates based on same sample size and
' both are unbiased then the one with smaller variance is said to have greater

| efficiency then other.

Truec 6 ' " True®
(@) (b)

: i
In figure (a) @ is more efficient because it has smaller variance.




i - ECONOMETRICS!
propeny‘.deﬁned by R.A. Fisher. Any estimator Is said to be Su{ﬁc'fm ;f,i‘
utilizes all the information contained in the sample about the parameter. It jg :
expressed in terms of likelihood function.

If F(x, ) is density function for a population then likeliho
random sample is defined as

od function for :

L(x;, x5 ... x,,, 0) = iI;Il F(x, 0)

Now if it is possible to write
L = F(x,0) F(x,0) ... f(x,0)

Now if it is possible to write
L = L (!,,9) Ly Gy X3 ... xp)
i.e. 2nd function does not contain 6 then ¢, will be said sufficient estimator |
for 0. If sufficient estimator exist we need not use any other for it. It is most
desirable but unfortunately sufficient estimator are the exceptions. v
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