
THE NATURE OF REGRESSION ANALYSIS 

Regression is a main tool of econometrics, and here we consider very briefly the nature of this tool. 

1.1 HISTORICAL ORIGIN OF THE TERM REGRESSION:

The term regression was introduced by Francis Galton. In a famous paper, Galton found that, although there was a tendency for tall parents to have tall children and for short 
parents to have short children, the average height of children born of parents of a given height tended to move or "regress" toward the average height in the population as a whole. In other words, the height of the children of unusually tall or unusually short 
parents tends to move toward the average height of the population. Galton's law of universal regression was confirmed by his friend Karl Pearson, who collected more than 
a thousand records of heights of members of family groups. He found that the average height of sons of a group of tall fathers was less than their fathers' height and the 

average height of sons of a group of short fathers was greater than their fathers' height, thus "regressing" tall and short sons alike toward the average height of all men. In the words of Galton, this was "regression to mediocrity." 
1.2 THE MODERN INTERPRETATION OF REGRESSION: 

The modern interpretation of regression is, however, quite different. Broadly speaking we may say that 

Regression analysis is concerned with the study of the dependence of one variable, the 
dependent variable, on one or more other variables, the explanatory variables, with a 
view to estimating and/or predicting the (population) mean or average value of the 
former in terms of the known or fixed (in repeated sampling) values of the latter 
1.3 STATISTICAL VERSUS DETERMINISTIC RELATIONSHIPS:

In regression analysis we are concerned with what is known as the statistical, not 
functional or deterministic, dependence among variables, such as those of classical
physics. In statistical relationships among variables we essentially deal with random or 
stochastic variables, that is, variables that have probability distributions. In functional
or deterministic dependency, on the other hand, we also deal with variables, but these 
variables are not random or stochastic. 

The dependence of crop yield on temperature, rainfal, sunshine, and fertilizer, for 
example, is statistical in nature in the sense that the explanatory variables, although certainly important, will not enable the agronomist to predict crop yield exactly because 
of errors involved in measuring these variables as well as a host of other factors 
(variables) that collectively affect the yield but may be difficult to identify individually.Thus, there is bound to be some "intrinsic" or random variability in the dependent-variable crop yield that cannot be fully explained no matter how many explanatoryvariables we consider.
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In deterministic phenomena, on the other hand, we deal with relationships of the type, 
say, exhibited by Newton's law of gravity, which states "Every particle in the universe 
attracts every other particle wilth a force directly proportional to the product of their 
masses and inversely proportional to the square of the distance between them." 

1.4 REGRESsION VERSUS CAUSATION: 

Although regression analysis deals with the dependence of one variable on other 
variables, it does not necessarily imply causation. In the words of Kendall and Stuart, "A 
statistical relationship, however strong and however suggestive, can never establish 
causal connection: our ideas of causation must come from outside statistics, ultimately 
from some theory or other." 

In the crop-yield example cited previously, there is no statistical reason to assume that 
rainfall does not depend on crop yield. The fact that we treat crop yield as dependent on 
rainfall (among other things) is due to non-statistical considerations. Common sense 
suggests that the relationship cannot be reversed, for we cannot control rainfall by 
varying crop yield. 

1.5 REGRESSION VERsUS CORRELATION: 

Closely related to but conceptually very much different from regression analysis is 
correlation analysis, where the primary objective is to measure the strength or degree 
of linear association between two variables. The correlation coeficient measures this 
strength of (linear) association. For example, we may be interested in finding the 
correlation (coefficient) between smoking and lung cancer, between scores on statistics 
and mathematics examinations, between high sehool grades and college grades, and so 
on. In regression analysis, as already noted, we are not primarily interested in such a 

measure. Instead, we try to estimate or predict the average value of one variable on the 
basis of the fixed values of other variables. Thus, we may want to know whether we can 
predict the average score on a statistics examination by knowing a student's score on a 
mathematics examination. 

Regression and correlation have some fundamental differences that are worth 
mentioning. In regression analysis, there is an asymmetry in the way the dependent and 

explanatory variables are treated. The dependent variable is assumed to be statistical,
random, or stochastic, that is, to have a probability distribution. The explanatory
variables, on the other hand, are assumed to have fixed values (in repeated sampling),
which was made explicit in the definition of regression.

To be continued..
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